
Maximum likelihood training has limitations:

• Repetitive and dull responses

• No long-term coherence 

• Inappropriate and toxic responses  
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In a nutshell

But does it work?

Automatic Evaluation

The problem

Hierarchical Reinforcement Learning for Open-Domain Dialog

We propose a novel hierarchical reinforcement learning approach (VHRL) for training open-domain dialog systems. Our 

approach tunes model decisions at both the word level and utterance level. This provides greater flexibility for tracking 

long-term, conversational goals across multiple dialog turns. We optimize for human-centered rewards using HRL and 

see significant improvements in terms of both human evaluation and automatic metrics. 
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The solution
Use reinforcement learning to optimize for 

human-centered rewards 

(e.g. Punish high probability of toxicity)

Dialog System Self-play

• Manager: Utterance-level decisions. Temporally extended.

• Worker: Word-level decisions. Interacts with environment. 

All previous approaches only tune the word level. However:

Good conversation doesn’t just happen at 

the word level

Hierarchical 

Reinforcement Learning

• HRL better for learning global 

rewards avoiding repetition and 

improving semantic similarity.

• Automatic metrics don’t tell the 

whole story. The question metric 

can be exploited. 

Human Evaluation
• Combine all rewards

• 𝑅𝑒𝑤𝑎𝑟𝑑 = 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 + 𝑞𝑢𝑒𝑠𝑡𝑖𝑜𝑛 + 𝑡𝑜𝑥𝑖𝑐𝑖𝑡𝑦 + 𝑟𝑒𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑛 + 𝑠𝑒𝑚𝑎𝑛𝑡𝑖𝑐 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦

• VHRL leads to higher quality, fluency, 

total score, and longer chats

VHRED 

(Serban et al. 2017)
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