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1 Technical Approach

Malware detection is an active area of research due to the rapid increase in the number of new
malware variants in the past few years. Recent studies have experimented with a variety of ma-
chine learning approaches to detect malicious programs, ranging from applying CNNs on image
representations of malware binaries (Kalash et al., 2018) to applying random forest classifiers on
memory access patterns (Banin and Dyrkolbotn, 2018).

Hypothe-
sis

Many malware detection techniques rely on analyzing behavioral patterns of malicious programs
during execution. For example, multiple studies treat system calls as a sequence of words and apply
bag-of-words document classification techniques to identify malware classes (Canzanese et al., 2015;
Bacci et al., 2018; Lin et al., 2015). The issue with bag-of-words approaches is that they do not
model the sequential nature of the system calls and assume i.i.d. observations. To address this
limitation, we use hidden Markov models (HMM) for malware classification instead. We hy-
pothesize that Markov models are better suited for this task due to their ability to model sequential
data.

For simplicity, we start by considering only one sequence or data point. Let x1, . . . ,xn be a sequence
of n system calls associated with a malware label y. We assume x is a one-hot categorical variable
that can take one of D = |{system calls}| values. We could model this sequence as a first-order
Markov chain where the probability of each observation only depends on the previous one. In this
case the joint distribution of the sequence is:

p(x1, . . . ,xn) = p(x1)

N∏
n=2

p(xn|xn−1) (1)

Although analytically tractable, first-order Markov chains are limited when it comes to modeling
long sequences since each observation is only influenced by the previous one. We can extend the
transition probabilities to depend on the past M observations but the number of parameters grows
exponentially in M rendering this approach impractical.

Hidden Markov models are an alternative formulation that model long term sequences with a
reasonable number of parameters. HMMs introduce a latent variable, zi, for each system call, xi,
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(a) A first order Markov chain of observations {xn}. (b) A hidden Markov model with a sequence of observa-
tions {xn} conditioned a Markov chain of latent variables
{zn}.

forming a sequence z1, . . . , zn of latent variables. These latent variables are assumed to follow a
first-order Markov chain giving the following joint sequence probability:

p(x1, . . . ,xn, z1, . . . , zn) = p(z1)

N∏
n=2

p(zn|zn−1)

N∏
n=1

p(xn|zn) (2)

Under this formulation, p(xn+1|xn, ..,x1) no longer exhibits independence properties as any two
observations are connected through a sequence of latent variables.

Since x is a categorical variable we model each observation as a D dimensional multinomial distri-
bution of 1 trial. We define z to be a one-hot variable that can take one of K possible states, and
each state corresponds to a mean vector, µ ∈ RD, of a multinomial distribution. Thus our model
has a total of D ×K learned “emission” probabilities in addition to the Markov chain transition
probabilities. The probability of an observation is thus given by:

p(xn|zn) =
D∏
i=1

K∏
k=1

µxni znk
ik (3)

The likelihood of a sequence can be calculated by marginalizing the latent variables:

p(X|θ) =
∑
Z

p(X,Z |θ) (4)

The parameters are learned using an expectation-maximization algorithm (Dempster et al., 1977)
to maximize this likelihood function. The details of this iterative algorithm are beyond the scope
of this practical but we refer the reader to the original paper for more information.

Implemen-
tation

For our classifier, we split the data by malware class to get 15 disjoint sets of system call sequences.
We then train a different HMM on each set of sequences during the training phase. During inference,
we calculate the log-likelihood of a given test sequence using each of the 15 HMMs. The test
sequence is assigned the label corresponding to the HMM producing the highest log-likelihood. In
other words, we associate each sequence with the HMM most likely to generate that sequence. We
use the hmmlearn1 library for training and scoring.

1https://github.com/hmmlearn/hmmlearn

https://github.com/hmmlearn/hmmlearn


Model Features Accuracy

Count 1-gram 62.5
LR

�

+ 2-grams 64.3�

+ 3-grams 69.8

LR 82.2
RF TFIDF 80.5
GBC (1,2,3-grams) 80.6
MLP 83.0

HMM One-hot 80.5

Table 1: Test set accuracy of all
trained models. Best result in bold.

Class LR (1,2,3-grams) HMM

Agent 20.0 30.8
AutoRun 83.3 62.5
FraudLoad 57.1 40.0
FraudPack 66.7 66.7
Hupigon 66.7 22.2
Krap 28.6 50.0
Lipler 92.3 85.7
Magania 00.0 71.4
None 84.6 87.5
Poison 00.0 22.2
Swizzor 92.7 98.6
Tdss 57.1 46.2
VB 33.3 84.6
Virut 22.2 36.4
Zbot 88.9 88.9

Table 2: Test set F1 scores for each class
comparing non-sequential (LR) and sequen-
tial (HMM) models.

2 Results

In addition to our HMM-based classifier, we experiment with logistic regression (LR), random
forest classifiers (RF), gradient boosted classifiers (GBC), and multilayer perceptrons (MLP) for
reference. We also experiment with count and TFIDF features in addition to the one-hot sequence
features. We split the data into a training and a test set. Model hyperparameters are tuned via
cross-validation on the training set, and we report results on our own test split in this section.

Table 1 shows test set accuracy for all of our tested models. Overall, bag-of-words and sequence fea-
tures achieve comparable accuracy. Models trained on TFIDF features provided significantly more
predictive power than those trained on count features – LR achieved 82.2% accuracy when trained
on TFIDF word unigram, bigram and trigram features, but only 69.8% accuracy when trained on
unweighted count features. HMMs, trained on one-hot sequences, achieved 80.5% accuracy, outper-
forming LR trained with counts, but matching the lowest accuracy achieved with TFIDF features.
The highest test set accuracy was achieved by an MLP trained on TFIDF features, at 83.0%.

Table 2 shows test set F1 scores where F1 = 2 · prec·recall
prec+recall for each class of malware, comparing the

performance of LR on unigram, bigram, and trigram counts and HMM on one-hot sequences. We
show F1 scores since they can be unambiguously defined at the class level, unlike accuracy. For
most classes, HMM F1 scores are either similar to or significantly greater than LR F1 scores (e.g.
Magania, Poison, VB), with the exception of AutoRun, FraudLoad, and Hupigon.

Thus, using sequence features produces higher overall accuracy and F1 scores by class than un-
weighted count features, but lower accuracy than TFIDF features.



3 Discussion

In our initial exploration of this task, we consider consider system call counts as features for
logistic regression, a linear method of classification. More specifically, we use various forms of n-
grams (unigrams, bigrams and trigrams). As seen in Table 1, the classification accuracy increases
as higher order n-grams features are included. Bigrams and trigrams can be thought of as crude
forms of measuring sequences within system calls. Given the significance of order that the simple
n-gram classification suggests, hidden markov models are worthy of consideration to further model
the relevance of system call sequencing in classifying malware.

As described previously, 15 individual HMM models are trained to classify executables based on
the log likelihood observed across the HMM models. Table 1 further confirms the importance of
order as the HMM classification methodology produces a test set accuracy of 80.5%, higher than
the simple unigram count linear classification. However, computational complexity should also be
considered with classification accuracy as the HMM classification requires 15 models to be trained,
each of notable computational significance.

It is also worth noting that the number of states the latent variable z can take is a crucial hyper-
parameter for HMMs as it controls model complexity by limiting the number of possible emission
probabilities, µ. We carefully tune this parameter to prevent overfitting where a smaller number
of states produced a simpler model.

Given the computational requirements of HMM, we extend our analysis to other classification mod-
els as well as improved feature engineering. The frequency of each n-gram varies within the dataset
of executable. It seems likely that certain calls or sequence of calls are standard across executables
and will be uninformative in distinguishing malware families. We adopt Term Frequency-Inverse
Document Frequency (TFIDF), a simple but powerful weighting scheme native to natural language
processing call. TFIDF decreases the weight of n-grams that occur frequently in an executable or
frequently throughout the entire dataset of executables. This enhancement improves the classifi-
cation accuracy compared to the simple count version and performs well in linear and nonlinear
models.

Table 2 provides classification accuracy by malware class. The HMM performs better than the
(1,2,3)-gram logistic regression for None, Swizzor and VB. These are the most prevalent classes
within the dataset at 52.14%, 17.56% and 12.18% respectively. For other classes the performance
is mixed. It is probable that HMM models of smaller classes require more data to fully distinguish
the sequential ordering of its system calls. Nevertheless, there is strong evidence that HMMs are
good candidate models for malware classification. Although the overall accuracy of bag-of-words
features is higher, Table 2 shows that HMMs are better at detecting certain malware classes. This
suggests that sequence features and HMMs should be used along with bag-of-words features to
achieve the best performance.
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